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Introduction
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Dialogue Context Grounding document

[User]: Hi, can you tell me
something about the private

service bureau licenses? [Sec 1] Private Service Bureau Licenses
o @ 4+ A Private Service Bureau PSB s
[Agent]: Do you want to 1 license is required of ... e
apply for a PSB?
[User]: No. I was being ‘E[Sec 3] How to Apply? Inu Licenses |
i _ |
|

curious. Just in case ., what - Request Name Approval

should I'do if I apply for * Before you can apply for a license to
PSB? operate a PSB, ...

.. e
[Agent]: Your application [Sec 30] After you apply I
will be reviewed in Albany's ’q

DMV. After that, it willbe | 4] [° £y Yo spPication s xeviswedby fhe

DMV in Albany, ...
sent to your local DMV * When the inspector visits your location, ...
office and you'll be :

scheduled for an inspecticmi_

Figure 1: In a document-grounded conversation, knowl-
edge identification targets to locate a knowledge string
within a long document to assist the agent in addressing
the current user query.
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Dialogue Context

[usr]: [ forgot to update my address.
Could this be a problem?

|agt]: Yes, by statute, you have 1o ... a
change of address before ten days ...

[usr]: Is it common to delay ...
forgetting prerequisite ...7

n

Grounding Document

1. Forgetting to Update Address Pq
... you must report a change of address to

2:Leaving the State ... P2
States communicate with each other . so
5. Proper Documentation ... Pre

... Ien percent of customers visiting .. do

not bring what they need, ... not banging
sufficient funds ... if your transaction can
be performed online, ...

Section 3.1
)
| pooled global vector ]g: --------------------
“a
[ |usr]: ... update address...? ] /— KMWIEdgE \
Contextualization
[ [agt]: Yes, by statute, ... =]
[ fusr): Is it ... forgetting ...? ] ”; u; \\\
i l‘ 7 4i, J sj
i [ 1. Forgetting ... Address... n \\ﬁ
— - h"'::
= [ 2. Leaving the State ... m
[ 5. Proper Document ... ]
[_About ten percentof ... J
perforaed caline ]
— k i
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Section 3.2
Next-turn knowledge (main task)

begin end

[ Aboutten percentof | [ . performed online |

[ 1.Forgetting ... Address |
[ . sddressassocimed .. |begin
l 5. Proper Document ... l

. Forgetting .. Address |

]end
5. Proper Document ... |

|
[ 1is mot sufficient to ..
(

Figure 2: The overview of DIALKI. Each document is divided into passages. We apply BERT and a knowledge
contextualization mechanism to obtain dialogue context and knowledge representations (left), for performing both
next (main) and history (auxiliary) turn knowledge identification tasks (right). For each turn, DIALKI identifies
knowledge by selecting the relevant passage as well as the begin/end spans in the passage.
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Problem Definition Dialogue Context

[usr]: I forgot to update my address.
Could this be a problem?

dialogue context (uq,us,...,uy) ) Y by st o e ..

[usr]: Is it common to delay ...
forgetting prerequisite ...7

grounding document D = {py,po,...,pp(} ‘
Grounding Document
1. Forgetting to Update Address Pq

... you must report a change of address to

2:Leaving the State ... P2
States communicate with each other . so

Lad4
m

Each passage p consists of a sequence of semantic units p = (s1, s2, ..., 5])

5. Proper Documentation ... P
... ten percent of customers visiting .. do
not bring what they need. ... not banging
sufficient funds ... if your transaction can
be pedormed online, ...

Multi-Passage Encoding

X = [cls|[usr] uq[agt|ug - - - [ust] u,
[sep| ¢ [cls] s1 [cls] s2 - - - [cls] s [sep]

H = G(BERT(X))
where G(.) gathers vectors of all ‘[cls]’, ‘[usr]” and ‘[agt]’ tokens.

Has [z,ui,...,up,s1,...,S]
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Section 3.1 Section 3.2 =
— Y :
7 Next-turn knowledge (main task) :tlnn 3 L 1
o pooled global vector Js. R | - et -
u e my address. — 1 Rtont e pcentof pabrmedor
I N af o B faet: Yes, by satute, .. ) |- L
. fusr]: Is it ... forgetting ...? i

z. pooled global.
u; dialogue utterance u;

[ pooled global vector ]g

I [usr]: ... update address... 7 ] Y KMWIEng

[ [agt): Yes, by statute, ... ] = Cantexruahzaﬂon
Sj' SpElI] 83 [ [usr]: Is it ... forgetting ...7 ] : ,’pu’i .\\\
vz 9 s
= . %
. 1. Forgetting ... Address... \“s. 4
a?,_'} = WS Sj" +sz+wu]li: 1€ Cu = n hh::'---._f;
3 | 2. Leaving the Stte ... m A —~—
[
gt j — (utT VA + u?‘T Sj') ; [ 5. Proper Document ... ] “."
’ [ About ten pe:f'fh_entof... J s e i i i S e
o [ ... performed online ... ]
3] = 'U( >, [ﬁi’(&i,j) ®9i,j} T Sj)

k -

ieCy
where W,, W,, W, € Rdxd

C,, indexes the most recent user turns.

s; with previous agent turns.

$; = [s5,8j, 8]
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M Next-turn knowledge (main task)

Ty - .. .

[usr]: ... update address...? ] me;e‘ige [ e ][ — —= ]

University of

pooled global vector Je=-----
S5

[ e
T e %
[ [usr]: Is it ... forgetting ... 7 ] ldui o '
’ L
VA ‘g[u‘ SJ

1
\
\
A

Z matrix containing the pooled global vectors for all
U, utterance representations for u; in all passages

L 1. Forgetting ... Address J
[ 5. Proper Document ... ]

[ 1 Forgetiing . Address |

[ About ten percent of ...
P2 [ =

[ It is mot sufficient to ]eud
[ 5. Proper Document ... ]

S all span representations

... performed online ... ]
I -

Epsg (1)
Loegin = —log (W, S); 2)
Fos (3)

|

|
p—d

Q

09

!
=
N
e

o

Lnext = ﬁpsg * Ebegin + Lend.

I
I
'—pl
&l
=]
(X
o
=
Uj.
f —
Ms

where W,, W, . W, € R4,
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Next-turn knowledge (main task)

Section 3.1
- —
pooled global vector Je==----
Na,

U, utterance representations for u; in all passages

1
Log == Y —logg(Wy ¢(W"Uy)),
ol <,
where W' ¢ Rdxd Wh e R?

U™ is the set of hlstory turns that can find

their knowldge strings in the document D. k; is the
gold passage index for turn ;. ¢ is a non-linear

h
ﬁhlst — ﬁpsg & 'C'begm *C'e,nd'

ATAI
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ction 3.1 Section 3.2
Next-turn knowledge (main task)
led global vector jg====mm—cec— e ——————— assage
[_pooled global vector ]‘\ " begin end
[ e TR ] Knowledge ‘ [ Atoutten percentof | [ .. performed online |
Contextualization
t|ag1|:ch,bystamte.,,. J - ;
B ] e e e > Span I
[ [usr]: Is it ... forgetting ... 7 ]

4

::" L I Forgatting .. Address |
[ 5. Proper Document ... ]
[ 1 Forgetiing . Address |
[ It is mot sufficient to ]eud

[ 5-Proper Document ... |

>

fE{fpsg :fbe.gz"n :fend]’

Lgdy = ax

el <a

Div(f ()| f(2+¢))

= »Cnext i C}-’»Chisl + ;Bﬁadv (4)
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Overall Seen Unseen
Method B Method EM FI EM FI
BERTQA-Token 34.6 53.2 Transformer MemNet | 225 332 122 1938
BERTQA-Token (our version) 35.8 52.6 leansfﬂrmer MemNet + Pretrain 24.5 364 237 358
DIALKI (Lpex Only) 512 647 DiffKS (RNN) 355 e T =
DIALKI 595 71.0 SLKS (RNN) B4 — 4T =
DIALKI (BERT-large) 61.8 73.1 SLKS (BERT-base) 268 - 183 -
Multi-Sentence (BERT-base) 304 37.7 276 354
Di1ALKI (BERT-base) 329 40.7 355 434

Table 1: Evaluation results on the Doc2Dial test set.

Table 2: Evaluation results of WoW test sets.
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Doc2Dial WoW
Method Overall Seen Unseen Overall Seen Unseen
EM Fl EM F1 EM F1 | EM F1 EM F1 EM Fl1
BERTQA-Token 422 581 483 61.1 3710 3556 — — — — - —
BERTQA-Span 463 593 544 635 394 556 - - — - — -
Multi-Sentence 505 688 636 716 560 664|292 370 324 397 261 343
DIALKI (Lpext only) 604 712 642 723 571 702 (318 397 333 411 298 383
+ Lhist 630 726 665 739 599 719 (336 41.6 351 427 322 405
~+ Lhist, know-ctx 63.8 734 o677 748 605 723|336 415 352 428 321 403
+Lagv 644 738 662 739 628 737|329 408 346 422 31.1 395
+Lhist, Ladv, know-ctx 659 748 676 749 644 747 | 342 421 359 435 326 40.7

Table 3: Ablation results on Doc2Dial and WoW dev sets.

of Artificial
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2 ,X,p Qr!mgn ,S —— BERTQA-Span —— DIALKI —— Multi-Sentence
90 70
Doc2Dial Doc2Dial WoW WoW
80 60
= 60 40
50 30
40 20
30 . . 10 . ;
short medium long short medium long short medium long short medium long
Dial Ctx Length Doc Length Dial Ctx Length Doc Length

Figure 4: EM versus the length of dialogue context (# previous turns) or document (# tokens).

1.00 1.00
.... [0,55 . [0.6 5 KI Model Knowledge Input sacrebleu
-0.30 -0.30

— full doc 22.84
BERTQA-Token pred span 21.42
DIALKI pred span 25.16
Figure 3: Similarity between z and the latest 4 history DIALKI pred span & passage  25.84
turn representations (i.e.,u; . .. uy from left to right) on
Doc2Dial (left) and WoW (right). Table 4: Response generation results on Doc2Dial dev

set. KI stands for Knowledge Identification.
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E Xp erlments Dialogue User: | want to trade in my license for a New York one. | User: I heard something about co-op training pro-
WAXWEWNN WA ND Context Agent: You have to exchange your-out-state driver li- | gram. Could you tell me about it, please?
cense within 30 days of ... Agent: A co-op training program refers to . ..
User: What if I need my license for when I go back to | User: Sounds awesome. What should I do to get
my other country? that?
- Agent: Well, for that, lets do a little fact check, shall
Agent: Are you studying in New York State? we? Are you using VA educational assistance?
User: No User: Yes, I'm using that.
Baseline Do you need a New York State driver license? Good. In that case, you may be able to get money
for books, tuition and housing.
Ours Are you a driver from another country? Are you enrolled at an approved institution of Higher
Learning?
Gold Are you a licensed driver from another country? Good. Now, are you enrolled at an approved institu-
Response tion of Higher Learning or THL?

Table 5: Sample generated responses from BART with the full grounding document (baseline) or the predicted
grounding span and passage by DIALKI (ours) as the additional input to the dialogue context.

Doc2Dial WoW
Method Seen Unseen Seen Unseen
BERTQA-Span 76.9 2.7 = =
Multi-Sentence 85.3 81.6 68.0 57.8
DIALKI (Lpext only)  86.6 84 .4 729 69.0
DIALKI 88.5 87.5 734 69.7

Table 6: Passage prediction accuracy on dev sets.
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